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Abstract—With the extensive growth of social media services,
many users express their feelings and opinions through news
articles, blogs and tweets/microblogs. To discover the connections
between emotions evoked in a user by varied-scale documents
effectively, the paper is concerned with the problem of sentiment
analysis over online news. Different from previous models which
treat training documents uniformly, a weighted multi-label classi-
fication model (WMCM) is proposed by introducing the concept
of “emotional concentration” to estimate the weight of training
documents, in addition to tackle the issue of noisy samples for
each emotion. The topic assignment is also used to distinguish
different emotional senses of the same word at the semantic level.
Experimental evaluations using short news headlines and long
documents validate the effectiveness of the proposed WMCM
for sentiment prediction.

Index Terms—Sentiment analysis; Emotional concentration;
Multi-label classification

I. INTRODUCTION

The development of Web 2.0 technologies has been a great
boon for the generation of online documents concerning user
opinions. Sentiment analysis, also called opinion mining, is
the field of studies that identify users’ opinions, sentiments,
appraisals, attitudes and emotions towards subjects [1]. The
early studies of sentiment analysis [2] used supervised learning
algorithms to classify polarity of reviews. The experimental
results indicated that the algorithms performed worse on
sentiment prediction than traditional text classification tasks.
To further improve the performance, hybrid approaches which
combined supervised, unsupervised and semi-supervised learn-
ing algorithms, have been developed to classify sentiments
over multi-domain reviews [3].

Another stream of work focused on exploiting the senti-
ments of online news. For example, the task of “affective
text analysis” in SemEval-2007 [4] was to annotate news
headlines according to multiple emotion labels. As one of the
top-performing lexicon-based algorithms on the above task,
the SWAT algorithm [5] adopted a supervised approach to
develop a word-emotion mapping dictionary. This dictionary
was then used to determine the emotions of unlabeled news
headlines. The emotion-term model [6] was also proposed to
model word-emotion associations. These two models detected
emotions at the word level. Due to that the same word in

different subjects and contexts (or topics) may convey different
attitudes [7], an emotion-topic model (ETM) was proposed to
explore the particular emotions of topics [8]. Such a topic
represents the real-world event, object, or abstract entity that
indicates the subject or context of the sentiment [9]. ETM
borrowed the machinery of latent topic models, such as the
latent Dirichlet allocation (LDA) model [10], thus enabling
different meanings of the same word to be distinguished.
Recently, several multi-label topic models were proposed
to detect emotions towards certain topics more accurately
[11][12]. However, these models treated training documents
uniformly and the documents that evoke prominent emotions
in users are usually mixed with noisy documents that do not
convey much affective meaning. Experimental results have
shown that the performance of models without weighting for
training documents is unstable, especially on the dataset with
limited training instances or features [13].

In light of these considerations, we develop a weighted
multi-label classification model (WMCM) for sentiment anal-
ysis of online news over varied-scale training documents. The
main contributions of this work are as follows:

• Firstly, the developed model allows us to distinguish dif-
ferent emotional senses of the same word by introducing
an additional topic layer.

• Secondly, we propose the concept of “emotional con-
centration” to estimate the weight of different training
documents for each emotion.

• Finally, experimental evaluations using various baseline
models and varied-scale datasets (i.e., an English corpus
in SemEval-2007 tasks containing 246 news headlines
in the training set only, and a large-scale Chinese news
corpus containing 1,975,153 word tokens and 325,434
user ratings) validate the effectiveness of the proposed
model for detecting emotions.

The remainder of this paper is organized as follows: We
describe related work in Section II. We present the WMCM
in Section III. Experimental evaluations are shown in Section
IV. Finally, we present conclusions in Section V.



II. RELATED WORK

In this section, we first review works related to sentiment
analysis or opinion mining, before introducing domain-specific
applications by adopting above sentimental and/or emotional
techniques. We further summarize several works relating to
multi-label classification, which will shed light on the back-
ground and the current state of research in this area.

A. Sentiment Analysis

Traditional sentiment analysis algorithms focused mainly
on the polarity classification of reviews. Das and Chen [14]
employed a manually created lexicon within a specific domain
based on the previous study [15] to construct a general-purpose
opinion lexicon that can be used across domains. However,
the performance was dependent on certain key words. For
instance, in the domain of stock market, the sentence “It’s not a
bear market” reflects a promising market but the negation word
“not” may convey the reverse meaning, i.e., the model may
predict this sentence as a negative sentence because of “not”.
Some paradigms of classification such as naı̈ve Bayes, support
vector machine, and maximum entropy were used to improve
the performance of the task [2], but the results were not as
good as those on text classification. Recently, the information
of users was also used for sentiment analysis. Li et al. [16]
incorporated the textual topic and user-word relationships into
supervised topic modeling. Tan et al. [17] and Hu et al. [18]
analyzed tweets by combining the textual information of them
and user relationships in Twitter.

The research of sentiment analysis of online news originates
from “affective text analysis” in SemEval-2007 tasks [4], in
which, the dataset is a corpus of news headlines extracted from
Google news and CNN. The aim of this task is to perform
reader perspective emotion analysis in text data where one
piece of text may evoke more than one kind of emotion.
Preliminary works have focused mainly on exploiting the
emotions of individual words. The SWAT system [5] employed
the unigram model to annotate the emotional responses of
news headlines, which scored the emotions of each word w
as the average of emotions for every headline that contained
w. The emotion-term (ET) model [6][8] is a variant of naı̈ve
Bayes, which directly models the word-emotion association
by introducing generative model. Firstly, sample an emotion
according to emotion frequency count. Then, sample a word
for the given emotion under the priori probability P (w|e).
Finally, Bayesian method is used to estimate the posterior
probability P (e|d). The limitation of such models is that
the same word may evoke positive attitude in one topic but
negative in another.

Recently, the emotion topic model (ETM) [8] and several
multi-label topic models [11][12] were developed to sentiment
classification by introducing an additional topic layer between
emotions and documents. However, due to the existence of
noisy samples, the performance of existing models that weight
training documents uniformly is quite unstable [13].

B. Domain-specific Applications

The above sentimental and emotional related techniques
have been applied to various domains. An interesting and
promising example is the stock price predictions: Li et al. [19]
implemented a generic stock price prediction framework, and
plugged in six sentimental models with different analyzing
approaches to predict the stock prices in individual stock,
sector and index levels. The predicting approach can be further
enhanced and improved by employing sentimental analysis on
a summarization model [20].

With the development of social media services, many ap-
proaches have been developed for sentiment analysis in social
network environments [21]. For example, based on around 4
million tweets before and during the parliamentary election
2013 in Germany, Rill et al. [22] designed a system to detect
emerging political topics in Twitter. It was observed that
emerging topics can be extracted right after their occurrence in
Twitter, in addition to be earlier than in Google Trends. Bell
et al. [23] proposed an approach to social data analysis by
exploring the usage of microblogging to manage interaction
between humans and robots. The natural language processing
techniques were employed in their approach to extract impor-
tant features from text in social networks.

C. Multi-label Classification

The issue of supervised learning from multi-label data has
attracted significant attention from researchers. For example,
Ghamrawi and McCallum [24] explored multi-label condi-
tional random field (CRF) classification models that directly
parameterize label co-occurrences in multi-label classification
to address the issue of the dependencies between labels. To
tackle the problem that task is to output a label set whose
size is unknown a priori for each unseen instance, a multi-
label lazy learning approach named ML-kNN was presented,
which is derived from the traditional k-nearest neighbor (kNN)
algorithm [25]. Vens et al. [26] discussed several approaches
to the induction of decision trees for Hierarchical multi-label
classification (HMC), and further investigated their use in
functional genomics through the experimental study. To assist
Web-related tasks such as web page categorization or tag
recommendation, Tang et al. [27] proposed the MetaLabeler
to automatically determine the relevant set of labels for each
instance without intensive human involvement or expensive
cross-validation.

More recently, Read et al. [28] show that binary relevance-
based methods have much to offer, and that high predictive
performance can be obtained without impeding scalability
to large datasets. Dembczynski et al. [29] elaborated more
closely on the idea of exploiting label dependence, which
contains two two types of label dependence (i.e., conditional
and marginal dependence). Montanes et al. [30] proposed
another technique of label dependencies called dependent
binary relevance learning by combining properties of chaining
and stacking. By combining multi-label classification models
in the classifier chains family, Hong et al. [31] developed a



novel probabilistic ensemble framework for multi-label classi-
fication that is based on the mixtures-of-experts architecture.
Comprehensive surveys on multi-label classification can be
found in the recent literature [32][33].

III. WEIGHTED MULTI-LABEL CLASSIFICATION MODEL

In this section, we detail our weighted multi-label clas-
sification model (WMCM) for sentiment analysis of online
news. The notations of frequently-used terms are first defined.
Then, we describe how to estimate the weight of documents
and associate documents with words. Finally, we describe the
method of predicting the sentiments of unlabeled documents.

A. Generic Framework

The objective of WMCM is to alleviate the issue of noisy
training documents, and to distinguish different emotional
senses of the same word. As illustrated in Figure 1, the general
processes and components of WMCM follows.

• First, in the module of extracting topic information, the
topics are distilled from the union set of training and
testing documents by unsupervised topic models.

• Second, we estimate the emotional concentration of train-
ing documents by exploiting the distribution of emotions,
so as to measure the contribution or weight of each
document. This process is conducted in the modules of
computing emotional concentration and weighting train-
ing documents.

• Third, the topic assignment is used as a “bridge” to asso-
ciate documents with words at the semantic level. Then,
the probability of each emotion conditioned to unlabeled
documents is estimated by the Bayesian inference, and
evaluated by the F1 measure.

B. Notation Definition

For convenience of describing our model, we define the
following notations:

An online collection D consists of documents with word
tokens from a vocabulary of W distinct items, and a set of
ratings generated by online users over E kinds of emotion
labels. For example, assume that the predefined five emotions
are joy, anger, fear, sad and surprise (i.e., E = 5), a document
d is voted on by 1 user over joy, 2 users over anger, 3
users over fear, 0 user over sad, and 4 users over surprise.
Accordingly, the emotional responses of d can be denoted by
{1, 2, 3, 0, 4}.

The whole corpus is modeled by K latent topics. The
parameters θd and ψw are the multinomial topic distribu-
tions over document d and word w, respectively. The hyper-
parameter α determines the Dirichlet prior on θd and ψw,
which can be interpreted as the number of unseen topic
instances sampled from documents or words before training.

To enhance the topic learning on documents with limited
features, an unordered word pair co-occurring in a fixed-
size window of a word sequence (i.e., a “biterm”) [34] is
constructed for each document. Given a window size of
generating biterms λ, the number of bitems is denoted as

TABLE I: Notations of frequently-used terms.

Notation Description
D Collection of training documents
K Number of topics
E Number of emotion labels
W Number of distinct word tokens
θd Topic distributions of document d
ψw Topic distributions of word w
α Dirichlet prior of θd and ψb

B Number of biterms
λ Window size of generating biterms

B. The number of biterms B increases as the size of the
window λ grows. For instance, a document with three distinct
words (w1, w2, w3) will generate two biterms (w1, w2) and
(w2, w3) when λ = 2. If λ is set to 3, three biterms (w1, w2),
(w2, w3) and (w1, w3) will be generated. Table I summarizes
the notations of frequently-used terms.

C. Document Weight Estimation

Different from a typically single emotion expressed by an
author, a distribution of user attitudes can be present across the
span of a document [35]. For example, two training documents
d1 and d2 may have the following number of user ratings over
five emotions: {10, 0, 0, 0, 0} and {3, 2, 2, 2, 1} (E = 5).
We first normalized user ratings and summed them to 1 for
each document, i.e., the distribution of emotions conditioned
to d1 and d2 are {1, 0, 0, 0, 0} and {0.3, 0.2, 0.2, 0.2, 0.1}.
Although both d1 and d2 have the highest user ratings for the
first emotion e1, i.e., they belong to the same class according
to majority vote, d1 is more important than d2 in terms of
the degree of emotional discriminability. Thus, we further
proposed the concept emotional concentration to estimate
the weight of each document d in De, i.e., the collection
of training documents that had the highest user ratings for
emotion e. In the above example, we have De1 = {d1, d2}
and De2 = De3 = De4 = De5 = ø.

Given E normalized user ratings for each document in
non-decreasing order: v1 ≤ v2... ≤ vE , we aim to capture
the concentration of emotional distributions. Let v̄ be the
arithmetic mean of the above values, the minimum concen-
tration corresponds to v1 = v2 = ... = vE = v̄, and
v1 = v2 = ... = vE−1 = 0, vE = Ev̄ corresponds
to maximum concentration. Without loss of generality, the
cumulative percentage of considered units up to the ith interval
(i.e., Fi) and the cumulative percentage of the characteristic
that belongs to the same first i units (i.e., Qi) can be defined
as [36]: Fi =

i
E and Qi =

Σi
j=1vj
Ev̄ , where i = 1, ..., E.

Accordingly, we estimate the weight / importance of each
training document d in the collection De (i.e., the probability
of d conditioned to the user’s emotion of e) based on the
differences Fi −Qi as follows:

P (d|e) = ΣE−1
i=1 (Fi −Qi)

ΣE−1
i=1 Fi

. (1)

The above concentration index of emotional distributions
satisfies the following properties:



Fig. 1: The generic framework of weighted multi-label classification model (WMCM).

• The weight of document d equals 0 for minimum con-
centration when Fi −Qi = 0(i = 1, ..., E).

• The weight of document d equals 1 for maximum con-
centration when Fi − Qi = Fi(i = 1, ..., E − 1) and
FE −QE = 0.

• The weight increases as maximum concentration is ap-
proached and 0 < Fi −Qi < Fi(i = 1, ..., E − 1).

Compared to the index of entropy and many others that
estimate the perplexity of a continuous variable only, the
concept emotional concentration in our work applies to both
continuous and ordinal variables [36]. Thus, we can also
use the index of concentration to measure the document
importance in the emotion ranking problem [35]. The values
of document importance based on the index of concentration
range from 0 to 1, with the highest being users voted for each
emotion equally and the lowest being all users voted for a
single emotion.

D. Associating Documents with Words

The aim of this part is to estimate the joint probability of
training document d and word w. A straightforward method is
based on the occurrence of words in documents; however, due
to the fact of a single word may have emotional ambiguity,
topic models are used as the “bridge” to associate documents
with words accurately.

Many topic models such as latent Dirichlet allocation (LDA)
[10] and probabilistic latent semantic analysis (pLSA) [37]
have been used to extract the meaningful topics and alleviate
the problem of ambiguity in sentiment analysis [38][39].
According to LDA, the word tokens are generated for each
document d as follows:

• Choose θd from the Dirichlet distribution Dir(α);
• For each word token w:

– Sample a topic z from the multinomial distribution
Multinomial(θd);

– Sample a word token w from the topic-word multi-
nomial distribution.

Statistical techniques such as Gibbs sampling [40] can be
used to topic learning. However, applying these models on
short documents (e.g., news headlines) may suffer from the
data sparsity problem [34]. The biterms were thus constructed
to alleviate the above issue based on the aggregated word
co-occurrence patterns in the corpus for discovering topics.
For documents with limited features, the topic learning can
be enhanced by generating biterms under a fixed-size window
[34]. According to an approximate inference method, the topic
distributions of document d can be estimated as follows:

θ
(z)
d =

n
(z)
d + α

B +K × α
, (2)

where n(z)d is the number of biterms, i.e., unordered word pairs
in document d assigned to topic z.

After assigning topics to all biterms until convergence, we
associate documents with words at the semantic level. The
assumption is that words can hold semantic information as
documents [41]. For instance, given a document d with 100
words, a word w with 100 instances in the corpus, and the
number of topics is 4, we assume that there are 10 words in
d assigned to topics 1, 2, 3, 4, respectively, and there are 10,
20, 30, 40 instances of w assigned to topics 1, 2, 3, and 4,
respectively. Accordingly, the document d and word w both
occurred most frequently in topic 4. If we instantiate the topic
4 with “machine learning”, we can conclude that the main
content of d is related to “machine learning”, and in many
cases w is also related to “machine learning”. Inspired by this,
we detect the relationships between documents and words at
the topic level using the following two steps.

First, the above topic assignment is exploited to estimate
the multinomial topic distributions over word w as follows:

ψ(z)
w =

n
(z)
w + α

Σz′(n
(z′)
w + α)

, (3)



where n(z)w is the number of instances of word w containing in
all biterms assigned to topic z, and the consistent smoothing
parameter α is the Dirichlet prior on θd and ψw.

Second, the cosine-similarity is employed to calculate the
joint probability of d and w as follows:

P (d,w) =
θd · ψw

|θd| × |ψw|
. (4)

Different from LDA, pLSA and other typical topic models
that assign topics to bag of words, the aggregated patterns in
the whole corpus are utilized by generating biterms. Previous
works on topic discovery of short text have shown that topic
models with biterms can learn more prominent and coherent
topics than others [34]. This type of profile is useful for topic
modeling over both short and long documents by tuning the
window size λ.

E. Sentiment Prediction

Given an unlabeled document d̂, the conditional probability
of users’ emotion e can be estimated by P (e|d̂) ∝ P (e) ×
P (d̂|e). According to the maximum likelihood estimation,

P (e) =
|De|+ β

|D|+ E × β
, (5)

where P (e) is the prior probability of emotion e, and β is a
smoothing parameter used to avoid zero probability.

The estimation of P (d̂|e) is based on the conditional in-
dependence assumption that given users’ emotion of e, each
word w in d̂ is generated independently. It is consistent to
sentiment prediction of online news, in which the words of d̂
are determined prior to the emotional responses triggered in
users [41]. Thus, we have P (d̂|e) =

∏
w∈d̂ P (w|e). According

to the Bayesian inference,

P (w|e) = Σd∈DeP (d|e)× P (w|d)
∝ Σd∈DeP (d|e)× P (d,w),

(6)

where the probability of training document d conditioned to
emotion e, i.e., P (d|e) and the joint probability of d and w,
i.e., P (d,w) can be estimated by Eq. 1 and Eq. 4, respectively.
This inference scheme weighted the training documents for
each emotion in terms of the “emotional concentration”, which
effectively reduced the influence of noisy documents and
enhanced the ability of classifiers to learn important features.

IV. EXPERIMENTS

In this section, we detail the datasets, experiment design,
and comparison with baselines.

A. Datasets

To evaluate the effectiveness and adaptiveness of the pro-
posed model, we employ the following two datasets:

1) SemEval. An English dataset in SemEval-2007 tasks
[4], which contains 1,250 news headlines extracted from
Google news, CNN, and many others. In this dataset,
each headline was manually scored in a fine-grained
valence scale of 0 to 100 across 6 emotion labels (i.e.,

“anger”, “disgust”, “fear”, “joy”, “sad” and “surprise”).
After pruning 4 items with the total scores equal to 0, we
use the 246 headlines in the development set for training
and the 1,000 in the testing set for evaluation.

2) SinaNews. A Chinese corpora consists of 4,570 news
articles collected from the society channel of Sina [11].
The news headline, news body, and user ratings across
8 emotion labels (i.e., “touching”, “empathy”, “bore-
dom”, “anger”, “amusement”, “sadness”, “surprise” and
“warmness”) were gathered. After pre-processing, there
are 1,975,153 word tokens and 325,434 user ratings.
Each document in the dataset has at least 6 word tokens
and 1 user rating. Due to that adjacent news articles may
have similar contexts, the 2,342 documents published
from January to February, 2012 were used for training,
and the 2,228 documents published from March to April,
2012 were used for testing.

The detailed information of the above datasets is shown
in Table II, where the number of articles for each emotion
label represents the amount of documents that had the highest
ratings for that emotion.

TABLE II: Statistics of the datasets.

Dataset Emotion label # of articles # of ratings

SemEval

anger 87 12042
disgust 42 7,634
fear 194 20,306
joy 441 23,613
sad 265 24,039
surprise 217 21,495

SinaNews

touching 749 41,798
empathy 225 23,230
boredom 273 21,995
anger 2,048 138,167
amusement 715 43,712
sadness 355 37,162
surprise 167 11,386
warmness 38 7,986

B. Experiment Design

In this part, we implemented the following baselines for
comparison with our model WMCM:

1) SWAT system (SWAT): one of the top-performing sys-
tems on the SemEval Affective Text Analysis task [42].
SWAT used the unigram model to annotate the emotional
content of news headlines and scored the emotions of
each word, which scored the emotions of each word w
as the average of emotions of every headlines that w
occurred [4][5].

2) Emotion term method (ET): a straightforward method
to model the word-emotion associations [6]. ET follows
the naı̈ve Bayes (NB) method by assuming words are
independently generated from emotional labels in two
sampling steps. The difference between ET and NB is
that emotion ratings is considered when calculating the
P (e) and P (w|e).

3) Emotion topic model (ETM). The ETM model intro-
duced an additional emotion layer into ET and LDA and



utilized the emotional distribution to reasonably guide
the topic generation [8]. The parameters of ETM were
set according to the description in [8].

4) Multi-labeled supervised topic model (MSTM) and Sen-
timent latent topic model (SLTM) [12]. MSTM began
by generating topics from words, and then sampled
emotions from each topic. SLTM, on the other hand,
generated topics directly from user emotions.

5) Reader perspective weighted model (RPWM) [41]. The
entropy and LDA were used to estimate the weight
of documents and associate documents with words,
respectively.

Table III presents the setting of parameters for our WM-
CM, where the values of α and other hyper-parameters on
SemEval (short documents) and SinaNews (long docu-
ments) were specified by following [34]. The same holds for
the number of iterations, which was set to 1,000. We fix
the value of smoothing parameter β, since it has quite small
impact on the prediction performance. The only parameter
with different values for the two datasets was the size of
window λ, which was determined by the averaged length of
documents. Unless otherwise specified, all parameters of the
baselines of ETM, MSTM and SLTM were set at default.

TABLE III: Parameters of WMCM.

Parameters SemEval SinaNews
α 50/K 50/K
β 0.01 0.01
λ 2 15

As mentioned earlier, the aim of sentiment analysis over
online news is to mine emotions of users by predicting the
probability of them conditioned on unlabeled news document,
i.e., P (e|d̂). A larger value of conditional probability means
the document is more likely to arouse the corresponding
emotion. To test the effectiveness of our model, we compare
the predicted P (e|d̂) with the actual distributions of emotions.
In more detail, we can get a predicted label with the highest
conditional probability and several top-ranked real labels,
which are obtained by the ratings of real users. If the predicted
label exists in the top-ranked real labels, this prediction is true,
otherwise, the prediction is wrong. Assume that Predd̂ is used
to measure the quality of prediction, which is a binary variable
and 0, 1 represent false and true respectively. It is calculated
as follows:

Predd̂@n =

{
1, ep ∈ Topd̂@n
0, otherwise,

(7)

where ep is predicated label and Topd̂@n is the set of n
top-ranked real labels derived from the emotional votes. The
micro-averaged F1 measure was employed as the indicator of
performance. The F1 measure equally weights precision and
recall, and micro-averaging is one of the methods that can be
used to compute a single aggregated measure when processing
a collection with several two-class classifiers [43]. Micro-
averaging pools per-document decisions across categories,
and then computes an effectiveness measure on the pooled

contingency table. Due to the very imbalanced distribution of
documents in certain categories for both datasets (Table II), it
is unnecessary to compute the F1 measure of each category
or a macro-averaged F1 [43] that would take the average of
F1 for all categories.

The computation of micro-averaged F1 in our work is based
on Predd̂@n, where n is set to 1, i.e., only the best match is
the acceptable prediction. The equation is as follows:

Micro-averaged F1 =

∑
d̂∈Dtest

Predd̂@1

|Dtest|
, (8)

where Dtest is the collection of testing documents, Predd̂@1
is the prediction accuracy in the top-ranked emotional label
as defined in Eq. 7. The larger value of Micro-averaged F1
indicates that the model is more effectiveness in terms of both
precision and recall.

C. Comparison with Baselines

We compared the performance of our WMCM with SWAT
and ET that do not take topic extraction into consideration, in
addition to ETM, MSTM, SLTM and RPWM that exploit LDA
in generating topics and predicting emotions. Since the number
of topics may influence the performance of models involving
topic learning, we varied the number of topics from 2 to 30 by
following [6][8]. Figure 2 shows the performance of WMCM,
RPWM, SLTM, MSTM and ETM when using those numbers
of topics, from which we can observe that the proposed model
WMCM achieved stable and better performance than the state-
of-the-art baselines.

Compared to the baselines of SWAT, ET, ETM, MSTM
and SLTM, the proposed WMCM improved 11.14%, 12.57%,
26.91%, 67.13%, 57.93% on SemEval, and 12.05%, 32.21%,
7.24%, 13.85%, 14.61% on SinaNews, respectively. In terms
of the micro-averaged F1, the values of SWAT are 31.40%
and 50.63% on SemEval and SinaNews, and the values
of ET are 31.00% and 42.91% on the two datasets. For
other models exploiting topic learning, the mean value of the
micro-averaged F1 over different numbers of topics was used.
Although the baseline RPWM also performed well on average,
it was less stable than our model in terms of the variance of
F1 over those numbers of topics. The results validated the
effectiveness of weighting training documents by exploiting
the concept of emotional concentration, in addition to the
association of documents with words at the semantic level.

To statistically evaluate the differences of performance, we
performed two statistical tests on WMCM and each baseline
model. The first one evaluated performance stability in terms
of variances, and the second one compared performance in
terms of means. We used the conventional significance level
(i.e., p value) of 0.05.

First, we employed the analysis of variance (i.e., F-test) to
evaluate the assumption of homoscedasticity (i.e., the homo-
geneity of variance). As SWAT and ET do not exploit latent
topics, their performance is independent of the topic number.
The F-test was thus conducted on WMCM and the baselines
of RPWM, SLTM, MSTM and ETM (see Table IV). The
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Fig. 2: Performance with different topic numbers.

results show that the differences in variances are statistically
significant, with p values all less than 0.05. This suggests
that the performance of WMCM is significantly more stable
than that of RPWM, SLTM, MSTM and ETM when using a
different number of topics.

TABLE IV: The p values of F-test on WMCM and baselines.

Models SemEval SinaNews
RPWM 0.0105 0.0023
SLTM 8.4E-11 5.2E-7
MSTM 0.0001 3.0E-8
ETM 3.2E-5 0.0000

Second, we conducted t-test to evaluate the assumption that
the difference in performance between paired models had a
mean value of zero (see Table V). The results indicate that
the proposed WMCM outperformed the baselines of SLTM,
MSTM, SWAT, ETM, ET and SWAT significantly, with p
values much less than 0.05. Compared to the best-performing
baseline of RPWM, although the performance of WMCM
was slightly worse than that of RPWM on SemEval, the
difference between them was not significant statistically (i.e.,
the p value equal to 0.0928). The performance of WMCM was
better than that of RPWM on SinaNews, and the difference
between them was statistically significant (i.e., the p value
equal to 0.0363).

TABLE V: The p values of t-test on WMCM and baselines.

Models SemEval SinaNews
RPWM 0.0928 0.0363
SLTM 2.3E-17 2.7E-19
MSTM 1.8E-43 7.5E-17
ETM 8.0E-19 0.0080
ET 1.7E-18 2.8E-37
SWAT 2.9E-17 2.1E-27

V. CONCLUSION

Sentiment analysis is very useful for online service provider-
s, which can help understand the preferences and perspectives
of users and therefore facilitate the providers to provide
users with more relevant and personalized services. Multi-
label classification is one of the basic methods to associate
documents with emotions. However, traditional classification
algorithms [44] treat the samples / documents in the same class
uniformly. Thus, most important samples for each emotion
are usually mixed with noisy samples that do not convey
much affective meaning. Our model mainly focused on taking
the quality of each training sample into consideration when
conducting sentiment analysis of online news.

In this work, we proposed the “emotion concentration” to
alleviate the issue of noisy training documents, and exploited
topic models to identify the emotional senses of the same
word. Our model can be extended to other supervised learning
algorithms such as support vector machines [45]. In the future,
we will continue our work along the following directions:

1) We plan to evaluate the influence of the hyper-
parameters on the performance of our model, in addition
to develop an effective method of choosing the hyper-
parameters automatically.

2) We estimated the weight of document by an index of
“emotion concentration”, which could be incorporated
to a generalized supervised learning algorithm.

3) We plan to apply our weighted multi-label classification
model to other fields such as stock prediction and movie
or music recommendation.
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